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Although standing balance is important in many daily activities, there has been little effort in developing
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motor activities. Our objective was to develop a musculoskeletal model of human balance that can be
used to predict movement patterns in reactive balance control. Similar to prior studies using torque-
driven models, we investigated how movement patterns during a reactive balance response are affected
by high-level task goals (e.g., reducing center-of-mass movement, maintaining vertical trunk orientation,
and minimizing effort). We generated 23 forward dynamics simulations where optimal muscle excita-
tions were found using cost functions with different weights on minimizing these high-level goals.
Variations in hip and ankle angles observed experimentally (peak hip flexion¼7.9�53.1°, peak
dorsiflexion¼0.5�4.7°) could be predicted by varying the priority of these high-level goals. More spe-
cifically, minimizing center-of-mass motion produced a hip strategy (peak hip flexion and ankle dorsi-
flexion angles of 45.5° and 2.3°, respectively) and the response shifted towards an ankle strategy as the
priority to keep the trunk vertical was increased (peak hip and ankle angles of 13.7° and 8.5°, respec-
tively). We also found that increasing the priority to minimize muscle stress always favors a hip strategy.
These results are similar to those from sagittal-plane torque-driven models. Our muscle-actuated model
facilitates the investigation of neuromechanical interactions governing reactive balance control to predict
muscle activity and movement patterns based on interactions between neuromechanical elements such
as spinal reflexes, muscle short-range stiffness, and task-level sensorimotor feedback.

& 2016 Elsevier Ltd. All rights reserved.
1. Introduction

The purpose of this study was to develop a detailed muscu-
loskeletal model of human balance that can be used to test
hypotheses about principles of muscle coordination in reactive
balance. Detailed musculoskeletal models combined with dynamic
simulations can be used to study the relationship between muscle
coordination and resulting movements. Although standing balance
is of critical importance in many activities of daily living, there has
been little effort in developing detailed musculoskeletal models
and simulations of balance control compared to other whole-body
motor activities such as walking (Anderson and Pandy, 2003; Liu
et al., 2008; Neptune et al., 2008; Thelen and Anderson, 2006;
Winby et al., 2009), running (Dorn et al., 2012; Hamner et al.,
2010; Sasaki and Neptune, 2006), jumping (Anderson and Pandy,
1999; Bobbert and van Soest, 2001; Pandy and Zajac, 1991; Spagele
tal, Suite R150, 1441 Clifton

).
et al., 1999), and cycling (Neptune and Hull, 1998; Raasch et al.,
1997; Umberger et al., 2006).

Most computer modeling efforts in balance control have uti-
lized predictive torque-driven models to investigate sensorimotor
control of balance without regard for muscle coordination. They
primarily focus on predicting experimental results from reactive
balance responses, where an individual must maintain standing
balance during support-surface perturbations involving either
translation or rotation (e.g., Horak and Nashner, 1986; Torres-
Oviedo and Ting, 2010). These joint torque-driven models range
from simple one degree-of-freedom (DoF) inverted pendulums
(ankle, e.g., Peterka, 2002, 2003) to multi-segmental inverted
pendulums with two (hip and ankle, e.g., Kuo, 1995, 2005) and
three DoF (hip, knee and ankle, e.g., van der Kooij et al., 1999,,
2001) and can predict overall body movement when regulated by
different sensory information (e.g. proprioceptive, vestibular and
visual information). Only recently has a three-dimensional mus-
culoskeletal model been used to simulate reactive balance, which
was based on low-level stretch reflex-based control to minimize
joint motion (Mansouri et al., 2015).
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Evidence from both experimental and modeling approaches
suggests that high-level task goals, such as reducing center-of-mass
(CoM) excursion (Lockhart and Ting, 2007; Welch and Ting 2009,
2008), maintaining trunk orientation (Fung and Macpherson, 1995),
stabilizing head motion (Nashner et al., 1988; Pozzo et al., 1990),
and minimizing muscular effort (Lockhart and Ting, 2007) are
important and may influence the type of response used in reactive
balance. Experimentally-observed response strategies after pertur-
bations to standing typically fall in a spectrum bounded by two
extremes, a hip strategy and ankle strategy (Horak and Macpherson,
1996; Horak and Nashner, 1986; Nashner and Mccollum, 1985). The
hip strategy, typically produced during unexpected or more difficult
perturbation conditions, is characterized by large hip angle excur-
sions. The ankle strategy, on the other hand, is often used in
response to predictable or low difficulty perturbation conditions
and involves minimal hip motion. Multilink torque-driven models
can reproduce hip and ankle strategies to the same perturbation
based on changing priorities of concurrent task-level goals, e.g.
minimizing CoM, trunk, or joint angles (Kuo, 1995). It is not known
how these goals can modulate response strategies in a three-
dimensional muscle-driven model that has added complexity,
such as the coordination of multiple muscles, out-of-plane joint
motion, and muscle dynamics.

Here, we present predictive forward dynamics simulations of a
detailed musculoskeletal model to identify how varying the
priority of different high-level task goals alters kinematic response
strategies in reactive balance. We incorporated physiologically
realistic neural delays in muscle activity following the perturba-
tion and used optimization methods to generate muscle activation
patterns over time. Our primary objective was to demonstrate that
we could generate a continuum of reactive balance responses in
our three-dimensional muscle-driven model that is typical of
those observed experimentally, i.e. hip vs. ankle strategy, by using
a cost function with variable priority to minimize the high-level
task goals of CoM and trunk orientation excursion. Our secondary
objective was to examine how this relationship changes with
increasing priority to minimize muscular effort.
2. Methods

We generated 23 forward dynamics simulations of a human musculoskeletal
model during standing while subject to a backward support-surface perturbation
(Fig. 1). Simulations minimized cost functions with different weights on CoM
excursion, trunk orientation excursion, and muscle stress. Muscle excitation para-
meters were optimized using a simulated annealing algorithm.

2.1. Musculoskeletal model and simulation

A previously described 3D musculoskeletal model (Allen et al., 2014) with 23
DoF developed in SIMM (Musculographics, Inc.) was modified to simulate
support-surface translations to standing balance (Fig. 1(A)). The model included
rigid segments representing the trunk, pelvis, and two legs (thigh, shank, calca-
neus and toes). The pelvis had six DoF (3 translations, 3 rotations). Hip joints were
modeled as spherical joints and knee, ankle and subtalar joints were modeled as
revolute joints. Passive torques representing connective tissues such as ligaments
and tendons were applied at each joint based on previously reported data
(Anderson, 1999). Because of the limited trunk musculature in the model, the
trunk was rigidly attached to the pelvis. Ground contact was modeled using a
planar joint between the toes and the ground with translational DoF in the
anterior–posterior (AP) and mediolateral (ML) directions and rotational DoF along
the vertical axis. To model support-surface translations the position, velocity and
acceleration of the toe segment AP translation was prescribed by experimentally-
measured translation kinematics from a backward support-surface perturbation
with peak acceleration of 0.4 g, peak velocity of 35 cm/s, and total displacement of
10 cm (Fig. 1(B)).

The model was driven by 46 Hill-type musculotendon actuators per leg
(Table 1). Muscle excitation signals were identical between legs. To account for
neural conduction delays, constant muscle excitations during the first 100 ms after
perturbation onset (Horak and Nashner, 1986; Nashner and Cordo, 1981) were
found such that the simulation replicated previously observed experimental CoM
kinematics during this period (e.g., Ting, 2007; Torres-Oviedo and Ting 2007, 2010).
The shape of the muscle activity in the subsequent time period (100–1500 ms) was
defined by cubic interpolation of 15 equally-spaced spline points (Fig. 1(D)). Muscle
contraction and activation dynamics adhered to Hill-type muscle properties (Zajac,
1989) and muscle activation dynamics were modeled using a nonlinear first-order
differential equation (Raasch et al., 1997). Polynomial equations were used to
estimate musculotendon lengths and moment arms (Menegaldo et al., 2004) and
dynamics of the forward simulation were computed through SD/FAST (PTC).

2.2. Optimization for strategy selection

To investigate how placing priority on controlling different high-level task
goals affects reactive balance responses, simulations were generated using a
simulated annealing algorithm (Goffe et al., 1994) that modified muscle excitation
parameters to satisfy 23 different cost functions. The weights of each term in the
cost function were varied to change their relative priorities (Table 2):
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x tð Þ2þkθ
X
t
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X
t
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j ¼ 1
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The first term of this equation minimizes CoM excursion, where x represents AP
CoM displacement from initial position. The second term minimizes trunk orien-
tation excursion, where θ represents the angle of the trunk with respect to vertical.
The third term minimizes muscle stress, where uj is the activation level of muscle j.
For each term, the contribution to the overall cost was weighted by a factor k that
was varied to investigate the effects of changing priority of postural response goals
(see Table 2 and below for more detail). The final term ensured the simulation
ended in an upright, semi-static final position and summed CoM and trunk motion
over the last 15 ms. An optimized behavior was considered acceptable if the model
ended with terminal CoM velocity ( _xf ) within 71 cm/s, CoM position (xf) within
70.5 cm from the original upright standing posture, and trunk orientation (θf)
with respect to gravity within 71 degrees. Terminal weighting parameters were
held constant through all trials (Table 2).

Three sets of simulations were generated. The resulting peak CoM excursion,
trunk orientation excursion, and hip, knee, and ankle angles were compared across
simulations within each set.

1. Effect of minimizing CoM vs. trunk orientation excursion: To minimize CoM
excursion, the weight for trunk orientation was set to zero (kθ¼0) and CoM and
muscle stress weights (kx and ku) were set to 20 cm�1 and 0.005, respectively
(Table 2, Set 1). To minimize trunk orientation excursion, CoM weight (kx) was
set to zero and trunk orientation and muscle stress weights (kθ and ku) were set
to 500 rads�1 and 0.005, respectively (Table 2, Set 2). Randomized spline
parameters were used for initial muscle excitations.

2. Effect of varying the relative priority of CoM and trunk orientation excursions:
Cost function weights (kx, kθ) were used as a proxy for task-level control priority.
CoM excursion weight (kx) was set to 20 cm�1 while trunk orientation weight
was varied (kθ¼10, 50, 100, 200, 300, 400, and 500 rads�1) (Table 2, Set 2).
Muscle stress weight (ku) was set to 0.005. To place the initial guesses in the
appropriate neighborhood and speed up convergence to the optimal solution,
the muscle excitations were initialized with the excitations from (1)

3. Effect of minimizing muscle stress: We used the same seven trunk orientation
and CoM excursion weights as in (3) and varied muscle stress weights (ku)
(Table 2, Set 3). We chose three stress weights representing low priority, normal
priority, and high priority (ku¼0.0005, 0.005, 0.05 respectively). Each optimiza-
tion was initialized with the best muscle excitations from (2) to place the initial
guesses in the appropriate neighborhood and speed up convergence to the
optimal solution.

2.3. Experimental data for validation

We collected kinematics from one individual (male, 36 years old) of similar
height and weight (177.0 cm, 75.0 kg) as the model (180.0 cm, 71.2 kg). The pro-
tocol was approved by the Georgia Institute of Technology Institutional Review
Board and informed consent was obtained prior to data collection. The subject
stood on two force-plates installed in a moveable platform and was exposed to a
series of AP ramp-and-hold perturbations (peak acceleration, velocity and total
displacement of 0.4 g, 35 cm/s, and 10 cm, respectively). With arms crossed against
the chest, the subject was instructed to maintain balance while keeping the feet in
place. The subject was first habituated to 20 forward perturbations and then
unexpectedly given a backward perturbation. We then allowed the subject to adapt
over 20 repeated trials in the backward direction. This was repeated three times for
a total of 60 identical backwards perturbations. Body segment kinematics were
collected at 120 Hz using an eight-camera motion capture system (Vicon) and
custom 25-marker set that included head-arm-trunk, thigh, shank and foot seg-
ments. Kinematic data was low-pass filtered at 30 Hz. CoM kinematics were



Fig. 1. Overview of simulation methods. (A) The forward dynamics simulations used a detailed musculoskeletal model with 23 degrees-of-freedom (DoF) and 46 muscles per
leg. (B) Translation of the support-surface was achieved by prescribing the displacement, velocity, and acceleration of the anterior–posterior translation of the toe segment of
the model using experimentally measured values. (C) Optimal muscle excitation parameters were found using a simulated annealing algorithm. (D) Muscle excitation signals
were identical across legs and were not allowed to change for 100 ms after perturbation onset to account of neural conduction delays. The shape of the muscle excitation in
the subsequent time period was defined by cubic interpolation of 15 equally-spaced spline points for a total simulation duration of 1.5 s. (E) The cost function included terms
for minimizing center-of-mass excursion, trunk orientation excursion, and muscle stress. The weights for each of these three terms (k’s) were varied to determine the effect
of each parameter (see Table 2 for values). A terminal cost was also included that brought the model back to its initial state at the end of the simulation. (F) Once the
optimization converged, center-of-mass excursion, trunk orientation, and hip, knee, and ankle angles were used to characterize the response and compared across each
resulting simulation.

Table 1
Muscles included in the musculoskeletal model.

Gluteus medius 1 Gracilis
Gluteus medius 2 Quadratus femoris
Gluteus medius 3 Gemellus
Gluteus minimus 1 Piriformis
Gluteus minimus 2 Rectus femoris
Gluteus minimus 3 Vastus medialis
Gluteus maximus 1 Vastus intermedius
Gluteus maximus 2 Vastus lateralis
Gluteus maximus 3 Medial gastrocnemius
Adductor magnus 1 Lateral gastrocnemius
Adductor magnus 2 Soleus
Adductor magnus 3 Tibialis posterior
Adductor longus Flexor digitorum longus
Adductor brevis Flexor hallicus longus
Sartorius Tibialis anterior
Iliacus Peroneus brevis
Psoas Peroneus longus
Tensor fascia lata Peroneus tertius
Pectineus Extensor digitorum longus
Semimembranosus Extensor hallicus longus
Semitendinosus Internal oblique
Biceps femoris long head External oblique
Biceps femoris short head Erector spinae
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calculated from kinematic data using a weighted-sums approach (Winter 1990).
Trunk orientation was calculated as the angle from vertical of the vector from the
markers placed on the posterior iliac spine to the marker placed on C7.
3. Results

Greater hip and trunk motion were generated when minimizing
only CoM versus trunk orientation excursion (simulation set 1,
Fig. 2). Peak CoM excursion was lower when minimizing AP CoM
compared to minimizing trunk orientation excursion (7.1 versus
7.9 cm; Fig. 2(A), solid red versus dashed blue line). Peak trunk
orientation (Fig. 2(B)) was 39.4° versus 17.5° and peak hip flexion
was 45.5° versus 13.7° (Fig. 2(C)) when minimizing CoM versus
trunk orientation excursion. Peak ankle angle (Fig. 2(D)) was smaller
and in the opposite direction when minimizing CoM excursion
(10.5° ankle plantarflexion) versus trunk orientation (8.5° ankle
dorsiflexion). These values were similar to the range of responses
observed experimentally (Fig. 2, gray bars; peak CoM¼6.6–8.3 cm,
peak trunk orientation¼23.0–54.2°, peak hip angle¼7.9–53.1°, peak
dorsiflexion angle¼0.5–4.7°, peak plantarflexion angle¼1.4–13.1°).

When both CoM and trunk orientation excursion were differ-
entially weighted (simulation set 2, Table 2), a spectrum of kine-
matic responses was produced that were intermediate to the two
cases presented above. As expected, with increasing weights on
trunk orientation, peak CoM increased (from 7.1 cm to 8.1 cm;
Fig. 3(A), dashed red line) and peak trunk orientation decreased
(39.8° to 25.1°, Fig. 3(A), solid blue line). Peak hip angle also
decreased (44.6° to 26.3, Fig. 3(B), solid orange line) with minimal



Table 2
Cost function weights used in each optimization. The weights for CoM and trunk orientation were chosen to account for unit differences. The weights of 20 cm�1 and
100 rad�1 (simulation set 2, condition 3) result in approximately equal priority to minimize CoM and trunk orientation deviation, respectively. For sets 3 and 4 our range in
CoM:trunk weights goes from approximately 10:1–1:10. The same terminal weights were used across all optimizations. These were set such that their total contributions
were on the same order of magnitude as total CoMþtrunk cost. Similarly, the initial stress weight was also set such that total stress contribution was on a similar order of
magnitude as the total CoMþtrunk cost over the simulation duration.

Cost function weights

Set Purpose CoM (cm�1) Trunk orientation
(rad�1)

Muscle stress
(Pa�1)

Terminal weights
(applied to all cost functions)

1
CoM excursion control 20 0 0.005 AP CoM position (kxf, cm�1) 1�104

Trunk orientation control 0 500 0.005 AP CoM velocity ( K _x f
, s/cm) 1�105

2
Relative priority of CoM excursion and
trunk orientation control

20

Cond1: 10

0.005

AP CoM acceleration (K €x f
, s2/cm) 1.0

Cond2: 50
Cond3: 100
Cond4: 200 Trunk angle (Kθf, rad�1) 2�104

Cond5: 300
Cond6: 400
Cond7: 500 Trunk angular velocity (Kωf, s/rad�1) 1�108

3 Effect of minimizing muscle stress Same conditions as in set 3
0.0005 (low)
0.005 (med)
0.05 (high)

C.S. Versteeg et al. / Journal of Biomechanics 49 (2016) 3230–3237 3233
changes in peak knee (3.3–3.4°, Fig. 3(B), dotted black line) and
ankle angles (2.6–5.8°, Fig. 3(B), dashed purple line).

Increasing the priority to minimize muscle stress (simulation
set 3) shifted the response towards more of a hip strategy, with the
extent of this shift increasing as the priority to minimize trunk
orientation excursion was increased (Fig. 4). Compared to the
medium priority simulations, the average muscle stress was
reduced by 18.9% and increased by 12.7% for the high and low
priority simulations, respectively (Fig. 4(E)). There was no con-
sistent change in peak CoM (Fig. 4(A)) or peak ankle angle (Fig. 4
(D)) related to changes in the priority to minimize muscle stress. In
contrast, as the priority to minimize muscle stress increased peak
trunk orientation and hip angle increased across all combinations
of CoM and trunk orientation excursion weights (Fig. 4(B) and (C)).
The value of this change depended on the relative priority of
minimizing trunk orientation versus CoM excursion. When the
ratio of trunk orientation to CoM excursion weights was low, the
increase in the peak hip and trunk angles with increasing priority
to minimize muscle stress was also low (e.g., in Cond1 trunk angle
increased only 1.4° and 0.9° when the priority to minimize muscle
stress increased from low to medium to high). Conversely, when
the ratio of trunk orientation to CoM excursion weights was high,
the increase in peak hip and trunk angles was higher with
increasing priority to minimize muscle stress (e.g., in Cond7 trunk
angle increased 9.0° and 4.7°).
4. Discussion

Our results demonstrate that a 3D model of balance driven by
muscle actuation to achieve high-level task goals can reasonably
reproduce a range of reactive balance response to backwards
support-surface perturbations. Based on different high-level task
goals, our model reproduced a continuum of kinematic responses
to identical perturbations that resemble experimentally-observed
variations in hip and ankle strategy combinations. Experimentally,
the response to a perturbation to standing balance can lie along a
continuum defined by hip and ankle responses (Horak and
Macpherson, 1996). The degree of hip angle excursion elicited can
depend on both the characteristics of the perturbations (Welch
and Ting, 2009) as well as recent prior exposure (Horak and
Nashner, 1986; Welch and Ting, 2014). Similar to predictive
simulations using sagittal-plane models controlled by joint
torques during a lean-and-release paradigm (Kuo, 1995), we
demonstrated that minimizing CoM excursion alone produced
simulations with large hip and trunk angle deviations that
resemble experimentally-observed hip strategies. Conversely,
minimizing trunk orientation deviation produced simulations with
small joint angle excursions at all joints, similar to observed ankle
strategies. Moreover, transitioning from high priority to minimize
CoM excursion to high priority to reduce trunk orientation
excursion gradually shifts the response from a hip to an ankle
strategy. Previous attempts at modeling reactive balance using 3D
musculoskeletal models have focused on minimizing low-level
goals such as individual joint motion that are biased towards ankle
strategies and unable to produce the large joint motions inherent
in the hip strategy (e.g., Mansouri et al., 2015).

The predictive model presented here will allow us to explore
why response strategies to the same perturbation vary both within
and across individuals in the context of high-level task goals.
We found that the “optimal” response strategy was different
depending on the relative priority of high-level goals. This priority
change may occur on a relatively short timescale in healthy indi-
viduals, such as shifts from hip to ankle strategy that are observed
experimentally over repeated identical trials (Fig. 5; Horak et al.,
1989; Welch and Ting, 2014). Based on our simulation results, a
potential mechanism for this shift towards an ankle strategy could
be increased priority to maintain vertical trunk orientation. Upon
first perturbation exposure the main priority may simply be not to
fall down (i.e. ensure CoM does not exceed base of support). As an
individual then adapts over subsequent perturbations other high-
level goals, such as trunk orientation, may be optimized. Similar
priority changes may also occur more rapidly, such as when
switching from standing on a wide to a narrow base (Horak and
Nashner, 1986) in which immediate increases in hip strategy
response occur. Moreover, dancers have been shown to prioritize a
vertical trunk orientation to a greater extent than non-dancers
(Massion, 1992), suggesting that the set-point of these priorities
may vary by population and/or life experience.

A novel finding of our simulations is that the effect of
increasing priority to reduce effort is mediated by the relative
priority to reduce vertical trunk orientation versus CoM excursion.
Consistent with prior modeling studies that suggest a hip strategy
is always more favorable than an ankle strategy (Kuo and Zajac,
1993), increasing the priority to minimize muscle stress resulted in
increased trunk orientation and hip angles across all simulated
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conditions (Fig. 4). However, these increases were small when
CoM excursion was weighted highest and became larger as the
priority to reduce trunk orientation was increased. This suggests
that there may be multiple muscle recruitment patterns that
similarly minimize CoM excursion with varying levels of effort,
whereas maintaining vertical trunk orientation may require spe-
cific and energetically costly muscle recruitment patterns.

This study represents a first step in developing a predictive
model for examining how muscles control perturbations to
standing balance. This modeling approach will allow us to alter
musculoskeletal parameters (e.g. muscle strength and dynamics)
to represent either more athletic or frail individuals in order to
predict how training and/or neuromuscular impairments affect
the control of balance. While our model represents a step up from
the sagittal-plane torque-driven models typically used to model
reactive balance responses, we made several assumptions that
must be further developed to expand its utility beyond the back-
wards support-surface perturbations presented here. First, we
made two model simplifications. The joint between the pelvis and
trunk was locked because of limited trunk musculature. This
choice is justified for a backwards perturbation because motion
between the pelvis and trunk in the sagittal plane is typically very
small with minimal non-sagittal-plane trunk motion. We also
modeled ground contact using a planar toe-ground joint with
fixed vertical toe position. The fixed toe vertical position was
justified because there is typically minimal vertical toe motion in a
backward perturbation. Post-hoc analyses show that peak vertical
reaction forces of the toe-ground joint (range¼129.4 N�168.3 N)
are within the fluctuations of 7200 N observed experimentally,
confirming these are feet-in-place responses as desired. To
examine other perturbations in which we cannot assume minimal
trunk-pelvis motion or toe-movement (e.g. toe lifting is an issue in
forward perturbations), more realistic trunk musculature and
ground contact model (e.g., surface contact model: Lopes et al.,
2016, a bed of springs: Neptune et al., 2000, elastic foundation
mesh-based model: Seth et al., 2011) must be implemented. Sec-
ond, we made two simplifications regarding muscle excitation
patterns: an identical neural delay period of 100 ms for all muscles
and identical muscle excitation patterns between legs. Although
there may be slight differences in the minimum latency of muscle
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Fig. 4. Effect of minimizing muscle stress on response kinematics. The peak
(A) center-of-mass (CoM) excursion, (B) trunk orientation, (C) hip angle, and
(D) ankle angle are shown across increasing (left to right) ratios of priority to
minimize trunk orientation vs. CoM excursion (x-axis, increasing trunk to CoM
weight ratio) for low (light green circles), medium (green x’s), and high (dark green
triangles) priority to minimize muscle stress. As the priority to minimize muscle
stress increased (light to dark lines): (A) peak CoM showed no consistent change,
(B) peak trunk orientation and (C) peak hip angle increased and (D) peak ankle
angle had minimal changes across all trunk to CoM weight ratios. The extent of
these changes in trunk and hip angles with increasing priority to minimize muscle
stress was larger when the priority to minimize trunk orientation was also high
(e.g. Cond7 vs Cond1). (E) As expected, average muscle stress (normalized to the
medium condition) decreased as the priority to minimize muscle stress was
increased. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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Fig. 5. Effect of repeated perturbations on experimental kinematic response. The
peak (A) center-of-mass (CoM) excursion, (B) trunk orientation, (C) hip angle, and
(D) ankle angle are shown across sets of repeated perturbations of identical mag-
nitude (left to right). Experimental kinematics were collected from one individual
(male, 36 years old) of similar height and weight (177.0 cm, 75.0 kg) as the model
(180.0 cm, 71.2 kg). The subject was first habituated to 20 forward perturbations
and then unexpectedly given a series of 20 backward perturbations of identical
magnitude as that applied in the simulations. This was repeated a total of three
times. Only the response to the backward perturbations are shown. Post-hoc
analyses using least-squares linear fits (thick red lines) were used to examine
changes in experimental kinematics (thin black lines) over repeated backwards
perturbations. There was a trend for the response strategy to shift towards an ankle
strategy as the subject adapted to the perturbations with a reduction in both peak
(B) trunk orientation and (C) hip angle. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)
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responses ranging from 80–120 ms (Nashner and Cordo, 1981), we
do not believe this would alter the qualitative results of the cur-
rent study but may be important to include as we begin to
examine populations with altered neural delays (e.g., stroke,
Marigold and Eng, 2006). While having identical muscle excita-
tions between legs likely provides some inherent stability in the
mediolateral plane, this constraint was based on the observation
that many individuals utilize similar patterns of muscle recruit-
ment between legs in response to a backwards perturbation. To
examine the response to different perturbation directions this
constraint must be removed. Finally, the terminal constraint that
ensures the model returns upright was implemented by specifying
a priori the overall simulation time. We set the overall simulation
time (1.5 s) based on observed response times in our experimental
data, but future development will allow this to vary.

This study establishes a new computational framework for
facilitating the investigation of neuromechanical interactions
governing balance control. Here we focused on implementing
control of high-level task goals, which can be combined with
models of other neuromechanical elements contributing to bal-
ance control such as spinal reflexes, muscle short-range stiffness,
and task-level sensorimotor feedback (Ting 2007, Ting et al., 2009).
Spinal reflexes and short-range stiffness likely contribute in the
first 100 ms after a perturbation, which we modeled here as a
period of constant muscle excitation. While our model currently
reproduces the initial passive kinematics of the body, adding
reflexes and short-range stiffness would allow us to investigate the
effects of altered short-range stiffness or short-latency reflexes
that occur with aging or impairment. Spinal reflexes are insuffi-
cient to generally explain the entire postural response (Bunderson
et al., 2010; Nashner, 1976; Ting and Macpherson, 2004), and we
previously demonstrated that a simple inverted pendulum model
can be controlled using sensorimotor feedback of CoM kinematics
(Lockhart and Ting, 2007; Welch and Ting, 2009, 2008). Our
results suggest that sensorimotor feedback of both CoM and trunk
variables will be necessary to stabilize complex musculoskeletal
models with explicit hip, knee, and ankle joints that have multiple
degrees of freedom and are more comparable to human anatomy.
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